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Abstract

A simple version of the binary collision model of electron cooling is intro-
duced to discuss the principal issues in using electron cooling to accumulate
ions at medium energies, where “medium energy” is defined by a beam veloc-
ity > 0.8c. Then a more complete treatment which gives some new general
results is developed. In it longitudinal and transverse cooling rates are cal-
culated analytically for a particle executing betatron oscillations in a storage
ring. The formulas obtained are compared with numerical results. Particular
attention is paid to the case in which the transverse components of the rel-
ative velocities substantially exceed the longitudinal components. The exact
analytical results for finite electron temperatures are presented. The time for
longitudinal cooling of a Gaussian beam is calculated as a function of the
acceptable fraction of un-cooled particles; the optimum electron beam size is
calculated and an optimum electron density distribution is found. The results
obtained are applied to an electron cooling system for the Fermilab Recycler
[1]; the cooling time, optimum parameters and tolerances are calculated.
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I. INTRODUCTION

The method of electron cooling was originally suggested by A. M. Budker [2]. It was
developed and studied then both theoretically and experimentally; an ample list of the
references can be found, for example, in Ref. [3]. However, some practically important
problems still need to be resolved or at least need more detailed or accurate results like, for
example, the problem of calculating a cooling time for a beam distribution.

Electron cooling was considered for the antiproton accumulator rings built at CERN
[4] and Fermilab [5] during the 1980’s, but in both cases stochastic cooling [6] was chosen
because it is faster for the large emittance collected from the production target. However,
the bandwidth of a stochastic cooling system limits the beam current that can be accumu-
lated. As successive improvements in system bandwidth become more difficult and costly,
electron cooling becomes increasingly attractive as a supplementary technique because its
performance is practically independent of accumulated current. Its performance is, however,
very sensitive to the transverse emittance of the ion beam. Fermilab is currently develop-
ing electron cooling for the 8 GeV Recycler ring, which will be commissioned in 1999 as a
second-stage antiproton accumulator using stochastic cooling.

Most features of an electron cooler can be understood from a qualitative description of
the scheme. The electron beam is accelerated to the same mean velocity as the ions and
passed through a straight section of an ion storage ring. The electron beam is prepared with
the lowest practicable momentum spread. In the coordinate frame moving at the common
mean velocity, ions move randomly among electrons of much lower energy. The effect of the
many Coulomb collisions of each ion is to pass the energy of random motion from the ions
to the electrons. The ions may circulate for minutes or even hours through this straight
section, but the electrons make a single pass and are collected at a potential close to that of
the electron gun. In the co-moving frame the process looks like the exchange of heat between
a hot ion gas and an electron gas that is continuously circulated at low temperature. The
lab-frame energy of the electron beam is lower than the ion energy by the electron-ion
mass ratio. The cooling rate is proportional to the electron current and the length of the
cooling straight section. Because the Lorentz transformations that convert the cooling rate
in beam-frame parameters to the laboratory frame introduce an inverse square dependence
on the ion energy, a medium energy cooling system may be expected to feature high electron
current and a long interaction region. However, beam accumulation may not require very
fast cooling nor a very high phase space compression, so cooling system parameters other
than beam energy need not differ greatly from those at existing low energy rings. In all that
follows the ion is assumed to be a proton or antiproton for simplicity. Generalization for a
different charge-to-mass ratio is direct but is not important for the subjects treated.

II. ELEMENTARY MODEL

A simple physical model of electron cooling can give useful quantitative results for
medium energy accumulation where the beam-frame ion velocities are generally considerably
greater than the electron velocities. In this case a strong magnetic field is not required in the
cooling interaction region; the electron-ion collisions are simple Rutherford scattering, and
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the details of the electron velocity distribution are not important. It is sufficient to analyze
the interaction as the non-relativistic multiple Coulomb scattering of a single ion with the
electron distribution. The only collective plasma effect taken into account is limitation of
the impact parameter for the collisions by the Debye screening radius. This approach has
been described in both research papers and reviews, for example references [7] and [8].

If a quantity L(u, χ) is some function of the center-of-mass scattering angle χ and relative
velocity u in the Coulomb scattering, the average rate of change of L is

〈L̇〉 = n∗
∫ ∫

uσ(u, χ)L(u, χ) g(~v) dudΩ , (1)

where n∗ is the volume density of the electrons, g is the normalized electron velocity distri-
bution, σ is the differential Rutherford cross section for scattering by χ

σ =

(
rec

2

2u2 sin2 χ/2

)2

, (2)

dΩ = 2π sinχ dχ is the differential of solid angle, re is the classical electron radius, and c
is the velocity of light. Quantities like the density n and ion momentum pp which will be
referred to both lab and beam frames will be given the superscript ∗ for the beam frame.
Other quantities like the electron velocity ~v and relative velocity ~u which always refer to the
beam frame will not be superscripted. When L is ∆~p∗p, 〈L̇〉 is the average frictional or cooling

force ~F ∗. The component of ∆~p∗p along ~p∗p gives the cooling, the transverse components give
in second order a concomitant diffusion. The diffusion coefficients are given by a similar
integral with L = ∆p∗p,i ∆p

∗
p,j. The diffusion of the ions by the electrons is not practically

significant. However, the scattering of an ion by ions — intrabeam scattering — is an
important source of diffusion which is treated in a like manner in Sec. III G.

The integral is finite when χ is cut off at some χmin > 0, a value determined by identifying
the physical limitation on the maximum impact parameter bmax. Usually this limit is the
radius of the Debye sphere, but in particular cases the radius of the electron beam or the
time the ion takes to pass through the interaction region may result in a lower maximum.
In any case, the integral may be written

~F ∗ = F◦Λ~I , (3)

where

F◦ = 4π(remc
2)2n∗/m , (4)

Λ = log(bmax/bmin) , (5)

and

~I =
∫ ~u

u3
g(~v) d3~v . (6)

F◦ is a scaling constant with dimensions force × velocity2, the Coulomb log Λ contains the
ratio of the maximum to minimum impact parameters b possible for the collisions, and the
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collision integral ~I embodies the integration over electron velocities. The constant m is the
electron mass. Λ is weakly dependent on u and is generally removed from the velocity integral
as shown here. The argument of the log varies about as the cube of relative velocity, but the
appropriate velocity depends on whether one is considering the longitudinal or transverse
component of the friction. The value generally lies in the range Λ = 10±4 with lower values
for the longitudinal case and higher for the transverse.

It is helpful to observe that the velocity space integral ~I is the same as the coordinate
space integral for the Coulomb force between a point charge at position ~v∗p and an extended
distribution of charges at positions ~v. This so-called Coulomb analogy makes a trove of po-
tential theory results and familiar concepts applicable to the analysis of the cooling process.
For example, one infers immediately that

~I = ~v∗p/v
∗3
p (for u� v) (7)

regardless of g. The maximum cooling rate occurs for u ≈ v. For this introduction it is
sufficient to assume a cold electron beam, that is to take an electron velocity equal to zero.
More important than this approximation, however, is the omission of variation in ion velocity
arising from betatron oscillation. Average friction should include averaging over betatron
phases; this deficiency is remedied in Sec. III B.

More useful than the force ~F ∗ itself in evaluating system parameters are certain related
quantities transformed to the lab frame. The beam frame is chosen with the z∗ axis in
the direction of the mean beam velocity v̄ = βc. The lab frame has the same orientation
but moves with respect to the beam frame at a velocity −v̄. A tabulation of the effects
of the Lorentz transformation for this special case appears as Table I. In the preceding
development no allowance has been made for the fact that cooling takes place only for ions
in the cooling section; the end results must include a reduction of the force by the ratio
η = `c/C of cooling section length to storage ring circumference. This packing factor for
the cooling can hardly exceed a few percent. The factor η will be included when expressing
quantities in the lab frame but not in beam-frame expressions.

Because force is dp/dt, the force on a particle divided by its momentum is the instan-
taneous fractional rate of change of momentum, i. e., the cooling rate. For the large vp
case,

~F ∗ = F◦Λ~v
∗
p/v
∗3
p (8)

so, using the non-relativistic expression for the momentum, the rate is

α∗ = F◦Λ/(mpv
∗3
p ) . (9)

In this case one can obtain the time dependence of the velocity by direct integration of the
force equation:

v∗3p = v∗3p◦ −
3F◦Λ

mp
t∗ . (10)

For the t∗ value
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t∗stop = mpv
∗3
p◦/(3F◦Λ) (11)

the ion velocity would be zero if the v−2 force law carried through to small v∗p. Even though
it does not signify the time for complete cooling, tstop is useful because it has the full scaling
properties for the cooling time and because it approximates the time required to achieve the
cooling needed for useful accumulation, viz., the time to lower ion velocity spread to about
that of the electrons. Notice that t∗stop = (α∗◦)

−1/3, where the subscript ◦ denotes the rate
evaluated at v∗p◦. The lab-frame expression is

tstop = γmpv
∗3
p◦/(3F◦Λη) . (12)

It is not especially complicated to express v∗p in terms of lab-frame variables, but a convenient
approximation is to replace ~v∗p with v∗p⊥ which typically constitutes the greater part of it
and is expressible in the particularly simple form

v∗p⊥ = cε⊥/rb , (13)

where ε⊥ is the invariant emittance containing all of the beam of interest and rb is the radius
of the ion beam in the cooling section. The approximated tstop

tstop = γmpc
3ε3
⊥/(3F◦Ληr

3
b) (14)

has the same practical usefulness as the original expression. The constant F◦ incorporates
the beam-frame electron density n∗ which introduces another power of γ when expressed in
terms of lab-frame density; see Table I. Writing all of this out explicitly one has

tstop =
γ2a2βeε3

⊥
12π3rpreΛηIer3

b

, (15)

where quantities not previously defined are the electron beam radius a, electron charge e > 0,
the classical radius of the proton rp, and the electron beam current Ie.

The maximum rate of longitudinal drag, i. e., the rate at which the ion beam as a whole
can be accelerated or decelerated by sweeping the electron beam energy, is

RD =
dE

dt

∣∣∣∣∣
max

= F‖|maxv̄ . (16)

Table I shows that F ∗‖ ≡ F‖; however, the cooling fraction η must be introduced. Thus,

RD = ηF ∗‖ |maxβc = ηF◦ΛI‖maxβc . (17)

When the ion velocity is much less than the electron velocity spread and the longitudinal
components are comparable, I‖ has its maximum value of approximately ∆−2

⊥ , where ∆⊥ is
the width of the electron transverse velocity distribution. The drag rate for a low-emittance
ion beam is thus

RD = F◦Ληβc/∆
2
⊥ . (18)
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The cooling rate α is a somewhat different quantity. It is obtained by transforming the
beam-frame rate α∗, Eq. 9, to the laboratory frame and correcting for the fraction η of the
circumference occupied by the cooling section:

α = ηα∗/γ =
ηF◦ΛI‖
γmpvp

. (19)

This quantity gives the rate at which the momentum spread is reduced and thus the ef-
fectiveness of the momentum stacking used to accumulate multiple injections. As for tstop,
there is also the factor of γ−1 contained in F◦.

The roughest approximation for ~I is just ~vp/v∗ 3, which gives just the rate α = (3tstop)−1.

Various approximations can be developed for ~I to serve in different parameter regimes; the
results of Sec. III take the important step of averaging over the betatron oscillations of the
ions. The cooling rate can be stated as r = 2∆Eα [eV/s] where ∆E is the energy half-width
of the ion beam for direct comparison to the drag rate.

A. Estimating electron cooling system parameters

In Table 2 are listed the system and beam parameters representing a nominal design
for an electron cooling system for an 8 GeV antiproton storage ring at Fermilab called
the Recycler. Some of these parameters like beam energy and ring circumference are well
established and are not subject to optimization. Other quantities like input emittances are
not so precisely known but are also taken as fixed. Some technical parameters like voltage
regulation are set at values representative of the current state of the art. The optimization
with which this paper is concerned applies primarily to the properties of the electron beam.

The particular choice of electron beam current and cooling section length is somewhat
arbitrary. The length has been taken considerably longer than what has been used for
low energy coolers but less than a quarter of the available straight section in the Recycler.
The 500 mA electron beam current is a reasonable value on the basis of some preliminary
experience. [9] It should be understood that, except at a rather detailed level, the cooling
rate scales only with the product of the two. Thus, the choice, for example, of higher current
and proportionally shorter cooling section would not have a first order effect on the model
analysis. However, technically the choice could be crucial. Probably higher performance can
be obtained more easily by higher beam current than by a longer cooling interaction region.

1. Cooling time

The cooling time (tstop) is given in Table III. This table also records that for the Recycler

~v∗p⊥ > ~v∗p‖
>∼ ∆⊥ � ∆‖ , (20)

but only in the last inequality is there a full order of magnitude difference. Therefore, the
formula for tstop is approximate on account of both the first two relations. The third power
dependence of tstop on ion velocity makes it clear that transverse emittance is a critical
consideration.
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2. Longitudinal drag and longitudinal cooling rate

The purpose of the electron cooling in the stacking mode is to reduce the momentum
spread of an injected batch plus the stack back to the initial stack momentum spread before
the next batch comes along. In this condition stacking is in equilibrium with cooling and
can in principle proceed for many batches. The cooling rate for Recycler parameters (Table
II) is given in Table III.

Another mode in which stacking could be carried out is by sweeping the electron beam
energy through the batch momentum, using the beam as an accelerator or decelerator in
much the same way as rf stacking is carried out but without disruption of the stack. The
drag rate RD given in Table III gives the maximum rate at which the beam energy can be
changed. The sweep rate in the table appears to make this mode advantageous for getting
higher stacking rate, but part of the stack is not being cooled during the electron beam energy
change. Furthermore, the tendency for the beam to develop a high momentum density just
at the electron β risks intrabeam scattering strong enough to scatter some ions back into
the range from which they had been removed. The sweeping mode is not considered further,
but it may be an interesting alternate approach for a system with lower electron current.

B. Sensitivity of performance to the choice of parameters

The performance of a model case has been evaluated with a particular choice of sys-
tem parameters. To optimize the parameter choice, a knowledge of the sensitivity of the
performance to changes of the major system parameters is needed.

The specification on accelerating voltage regulation as ±200 V was based on what has
been obtained in current practice. However, until the longitudinal velocity error, either slow
or fast, becomes comparable to the transverse velocity spread, the effect on performance is
small. Because

v‖ = c∆U/(βU) , (21)

an energy drift or jitter of O(10−4) or 500 V would be acceptable.
The transverse temperature in the cooling section can in principle be lower than the

cathode temperature because the beam radius is larger than the cathode radius, but there are
various likely sources of transverse velocity growth including non-uniform emission, nonlinear
fields near the cathode, redistribution of space charge free energy, transport aberrations,
etc. The specified value is such that the transverse electron velocity is comparable to the
longitudinal ion velocity in the beam frame. For large ∆⊥,

α ∝ ∆−2
⊥ ∝ T−1

⊥ , (22)

but as long as ∆⊥ is a factor of two or so smaller than cβp,⊥, the loss in longitudinal cooling
is small. Thus, from the standpoint of stacking time, the temperature could be several times
greater. To preserve transverse cooling capability, ∆⊥ should be less than 5·10−4 allowing T⊥
up to <∼ 2000 K. Therefore, even though electron beam temperature is a sensitive parameter,
there is margin for non-ideal electron transport in this case.
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Besides random thermal velocity, there are other ways in which the electron beam can
have greater transverse velocity in the beam frame. These include beam-beam alignment,
stray magnetic field, and space charge field. Allowing transverse velocity from beam align-
ment to be no more than ∆⊥/2 gives an alignment requirement of ∆ϑ < β⊥/2. This is
100 µrad for nominal parameters but could be relaxed to 250 µrad or so with a relaxed
requirement for T⊥. The results obtained in Sec. III are just a bit more restrictive than
these estimates.

The simple model illustrates that the nominal parameters are reasonable for 8 GeV p̄
accumulation. Generally they are rather comparable to those for existing electron cooling
systems. The clear exception and most obvious technical challenge to medium energy cooling
is obtaining reliable electron beam at 4.3 MeV, several hundred mA transported over tens
of meters. More than two megawatts of beam power are required but not unprecedented
electron emittance or voltage regulation nor beam alignment at the few-microradian level.
From each of these last matters incremental quantitative gains can be made over time, but
reliable high voltage dc and efficient beam transport are paramount. The next section takes
a more quantitative approach to several of the issues raised above but is consistent with
these qualitative conclusions.

III. DETAILED ANALYSIS

Each ion is cooled at the rate particular to its own relative velocity, but practically it
is important to know how long one must wait until all or almost all ions are cooled. In
fact, the answer depends on the definition of “almost all”. Electron cooling works in such a
way that the higher the ion’s velocity relative to the electron beam, the less efficient is its
cooling. However long the ions are cooled, a portion of them still have practically their initial
velocities. Thus, the time required for the beam cooling depends on the acceptable fraction
of insufficiently cooled ions; it increases without bound as this fraction goes to zero. These
un-cooled tails of the ion distribution will be referred to as a loss fraction. The calculation
of beam cooling time is the first goal of this section, but it is necessary to derive accurate
formulas for cooling rates of ions executing betatron oscillations, the subject of the Sec.
III A below. Beam loss as function of cooling time is calculated analytically in Sec. III E
for the longitudinal cooling. From this an optimum electron beam radius is found, which
minimizes the required time of cooling for a given loss. In the Sec. III F, the shape of the
electron beam profile optimizing the longitudinal cooling is found for a cold electron beam.
In Secs. IV and IV A the results obtained are applied to cooling for the Fermilab Recycler
[11,12]. Many symbols are redefined in this section; usage is independent of and somewhat
inconsistent with Sec. II.

A. Single particle rates

The friction force acting on the ion in the beam frame is given by Eqs. 3 – 6. It causes
a slow change of the actions for the ions. The transverse actions Jx,y and phases ψx,y are
defined to correspond to normalized emittances:
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x =
√

2Jxβf/(γβ) cosψx , x′ = −
√

2Jx/(βfγβ) sinψx (23)

and similarly for the y direction. Here βf = βx = βy is the Courant-Snyder beta-function.
With β ′f = 0 in the cooler, only the transformation Eq. 23 is needed. The actions Jx,y are
defined to have the rms normalized emittances εx,y as their average values:

〈Jx,y〉 = εx,y . (24)

Ion velocities in the beam frame are given by the Lorentz transformation; in units where
c = 1 they may be written

ux = γβx′ = vx cosψx ; uz = β∆p/p = vz ; u2 = u2
x + u2

y + u2
z . (25)

When the longitudinal motion of the cooled ions is free, the role of the longitudinal action
is played by the relative momentum spread ∆p/p. The cooling rates can be determined as
logarithmic time derivatives of the actions

τ−1
x = − 1

Jx

dJx
dt

τ−1
z = − 1

∆p/p

d∆p/p

dt
(26)

averaged over the betatron oscillations. For cold electron beam they can be expressed as

τ−1
x = − 2

γv2
x

〈Fxux〉 =
4(Ie/e)rerpη

βγ2a2

〈
LC
u3

2u2
x

v2
x

〉
τ−1
z = −1

γ
〈Fz〉 =

4(Ie/e)rerpη

βγ2a2

〈
LC
u3

〉
,

(27)

where a is the electron beam radius, Ie is the electron current, e is the electron charge, re, rp
are the classical electron and ion radii and, η is the fraction of the orbit occupied by the
cooler. The angle brackets stand for the betatron averaging:

〈...〉 =
∫ π

−π

∫ π

−π
...
dψxdψy
(2π)2

.

B. Longitudinal rate for cold electrons

In this subsection the electron beam is treated as cold; that is, the electron velocities in
the beam frame are small compared to the corresponding velocities of the ions.

The longitudinal rate in Eq. 26 is proportional to the average inverse cube of the ion
velocity: 〈

1

u3

〉
=

1

π2

∫ π/2

−π/2

∫ π/2

−π/2

dψxdψy
(v2
x sin2 ψx + v2

y sin2 ψy + v2
z)

3/2
. (28)

This integral can be calculated analytically for both of the limiting cases vx � vz and
vx � vz. In the first case, the integral over phases converges at |ψx| ≤ vz/vx � 1 and can be
calculated by the substitution sinψ = ψ and an expansion of the integrations on the whole
real axis:
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〈
1

u3

〉
=

1

π2

∫ ∞
−∞

∫ ∞
−∞

dψxdψy
(v2
xψ

2
x + v2

yψ
2
y + v2

z)
3/2

=
2

πvxvyvz
. (29)

In the opposite case vx � vz, the result is obvious: 〈1/u3〉 = 1/v3
z . The transition between

these alternatives is smooth; a simple way to join them is〈
1

u3

〉
=

1

vz
√

(πv2
x/2 + v2

z)(πv
2
y/2 + v2

z)
. (30)

This gives for the longitudinal rate

τ−1
z =

2

π

(Ie/e)rerpηL‖

γ2β2Je
√
J̃xJ̃y(∆p/p)

(31)

with

J̃x = Jx(1 + (2/π)(v2
z/v

2
x)) = Jx + (2/π)ββf(∆p/p)

2/γ . (32)

Here L‖ is the Coulomb logarithm calculated with the longitudinal velocity as its argument,
and Je is the invariant corresponding to the electron beam radius:

a =
√

2Jeβf/(γβ) . (33)

The Coulomb logarithm is a function of the relative velocity between the ion and the
electron beam; its argument normally scales as velocity cubed. If the longitudinal velocity
is small compared to the transverse velocity amplitudes, the ion is mainly cooled when its
transverse velocity is smaller than or comparable to the longitudinal one. Therefore, the log-
arithm has to be calculated with the longitudinal velocity as its argument in this case. In the
opposite situation, the relative velocity is equal to the longitudinal one; hence, the logarithm
again has to be calculated for the longitudinal velocity. Thus it can be concluded that, in
any case, the longitudinal cooling rate must be evaluated with the Coulomb logarithm taken
with the longitudinal velocity as its argument. [10] The integral in Eq. 28 was calculated

numerically for vz = 0.1 and 0.03 ≤
√
v2
x + v2

y ≤ 1 with 0.03 ≤ arctan(vy/vx) ≤ π/2− 0.03

and compared to the analytical approximation Eq. 30; the results are presented in Figs. 1
and 2. The agreement between the analytical and numerical calculations allows use of the
analytical expressions Eqs. 30 and 31 for any relation between longitudinal and transverse
velocities of the ions.

C. Longitudinal rate for flattened distributions

When the longitudinal velocity is small, v2
z � v2

x,y, the expression Eq. 31 for the longi-
tudinal rate is simplified:

τ−1
z =

2

π

(Ie/e)rerpηL‖

γ2β2Je
√
JxJy(∆p/p)

. (34)
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The dependence τ−1
z ∝ (∆p/p)−1 means that the longitudinal cooling force actually does

not depend on the momentum offset. It also means that the locally determined cooling time
τz (Eq. 26) is equal to the total cooling time. In fact, the Eq. 34 result comes mainly from
those phases of the ion betatron oscillation where it is nearly stopped, ψx,y ≤ vz/vx,y. That
is why the electron beam has to be wide enough to cover the amplitudes of the ions. The
cooling time as a function of the electron beam size has a singularity at the ion’s maximum

offset, when a =
√
x2
m + y2

m, with xm =
√

2Jxβf/(γβ). For a >
√
x2
m + y2

m, the cooling time

grows with the radius ∝ a2 because of the electron density decrease. It grows much faster

when the radius goes down below the singularity, a <
√
x2
m + y2

m. This dependence is shown
in Fig. 3 for a case of the equal betatron amplitudes, vx = vy at vz = 0.1vx and vz = 0.25vx.
It can be concluded that the ions stopped outside the electron beam are practically lost to
the cooling process.

To this point, the electron velocities in the beam frame have been considered negligible.
When both ion and electron longitudinal velocities are small compared to their respective
transverse velocities, the cooling rate can be calculated analytically for arbitrary relation be-
tween the transverse velocities. This case is called that of flattened distributions. Assuming
f(~w, ~r⊥) to be a normalized electron distribution over the 3D velocities ~w = (wx, wy, wz) and
the transverse (2D) coordinates ~r⊥ = (x, y), the longitudinal rate (Eq. 27) can be presented
as follows:

τ−1
z = −1

γ
〈Fz〉 =

4π(Ie/e)rerpηLC
βγ2

〈∫
d~wf(~w, ~r⊥)(uz −wz)

|~u− ~w|3uz

〉
, (35)

with ∫
d3wd2r⊥f(~w, ~r⊥) = 1 . (36)

For the flattened distribution, |ux,y − wx,y| � |uz − wz|, the integral over the electron
transverse velocities ~w⊥ is dominated by the vicinity of the ion transverse velocity ~w⊥ = ~u⊥,
and it can be performed analytically:

τ−1
z =

8π2(Ie/e)rerpηLC
βγ2

〈∫
dwzf(ux, uy, wz)sign(uz − wz)/uz

〉
. (37)

Assuming the distribution to be factorized, f(~w, ~r⊥) = f⊥(~w⊥, ~r⊥)fz(wz), the longitudinal
integral

∫
dwzfz(wz)sign(uz − wz)/uz can be performed separately for the limiting cases of

one or another longitudinal velocity dominating:

∫
dwzfz(wz)sign(uz − wz)/uz =

{
1/|uz | if |uz| � ∆wz
fz(0) if |uz| � ∆wz

, (38)

where ∆wz is the width of the electron longitudinal velocity distribution. It is convenient
here to define this width as ∆wz = 1/fz(0). Then, the two limits in the Eq. 38 can be joined
by an approximate formula:∫

dwzfz(wz)sign(uz − wz)/uz = 1/ũz , ũz =
√
u2
z + ∆w2

z . (39)

11



For a Gaussian distribution with the rms velocity ŵz, this effective width is ∆wz =
√

2πŵz.
Substituting Eq. 39 into Eq. 37,

τ−1
z =

8π2(Ie/e)rerpηLC
βγ2ũz

〈f⊥(~u⊥, ~r⊥)〉 . (40)

Eq. 40 expresses the cooling rate in terms of the electron distribution function taken at the
ion trajectory and averaged 〈...〉 over betatron oscillations.

For certain cases, the betatron averaging in Eq. 40 can be performed analytically. In
particular, it can be done for a constant distribution over the transverse coordinates ~r⊥
within the radius a, and Gaussian distribution over the transverse velocities ~w⊥ with the
rms ŵ⊥, i. e.

f⊥(~w⊥, ~r⊥) =
exp(−~w2

⊥/(2ŵ
2
⊥))

2π2ŵ2
⊥a

2
. (41)

Using an integral representation of the modified Bessel function

I0(κ) = 〈exp(κ cosψ)〉 , (42)

the result for the rate can be expressed as

τ−1
z =

2(Ie/e)rerpηLC
πβγ2vxvyũza2

√
A(v2

x/(4ŵ
2
⊥))A(v2

y/(4ŵ
2
⊥)) , (43)

where a special function A(x) = 2π x exp(−2x)I2
0(x) has been introduced. This function is

plotted in Fig. 4. The asymptotic value A(∞) = 1 corresponds to zero-temperature electron
beam, described by Eq. 34. It is interesting that the rate (Eq. 43) increases with the electron
transverse temperature up to ŵ2

⊥ = v2
x,y/3, where the rate has a temperature maximum. For

higher temperature, the rate drops as one over the temperature. At the optimum, the rate
is 40% higher than the zero-temperature limit.

D. Transverse rate for the cold electron beam

The emphasis throughout has been on longitudinal cooling, which is crucial for accu-
mulation in longitudinal phase space. A single-particle transverse rate formula analogous
to the longitudinal rate formula Eq. 31 is useful for predicting the concurrent transverse
cooling. A general analytical expression for the transverse integral 〈(1/u3)(2u2

x/v
2
x)〉 in Eq.

27 probably does not exist. It can be evaluated, however, for various limiting cases where
one of the velocities is much higher than the others. Then, one or another formula can be
tried to join the limits and compared to the exact numerical results. Without going into
details, an approximate formula of such kind is

〈
(1/u3)(2u2

x/v
2
x)
〉

=
1

ṽ3
x

{
1 + ln(ṽx/ṽy) if ṽx > ṽy
ṽx/ṽy otherwise

, (44)

with ṽx,y =
√
v2
x,y + v2

z . A comparison of the numerical and the analytical calculations is

shown in Figs. 5 and 6.
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E. Beam cooling time

Up to this subsection, the cooling rates of single particles were of interest. The values
calculated above are functions of particle actions. The ions have a certain distribution
over the actions, and a rather high percentage of the ions should be cooled. So, the beam
cooling time needs to be calculated when the single-particle rates are already known. Then
the parameters of the cooler can be optimized to have a minimum for the beam cooling
time within the given constraints. Also tolerances can be found. The problem is extensive;
the consideration is limited here to the case of longitudinal cooling with small longitudinal
velocity v2

z � v2
x,y, a typical case for relativistic beams.

Ions cool with different rates. In a given time t, only a certain part of the beam can
be cooled. The ions with low rates τ−1 < t−1 are not cooled sufficiently. The longer the
cooling, the less is the loss. Thus, beam cooling time is a function of acceptable loss. This
time can be calculated by first getting the expression for the loss fraction for a given time
and then inverting it to give the time for a desired loss fraction.

One must specify the ion distribution as well as the properties of the electron beam.
Assume a Gaussian distribution for the ions and a constant density within the circle x2+y2 ≤
a2 for the electron beam. Small loss is of the interest,giving a small parameter for the problem
and allowing almost all calculations to be made analytically.

Because of the small longitudinal velocity, ions are effectively cooled longitudinally only
when they are almost stopped transversely, that is when they have maximum offset from the
axis. That is why ions which are stopped transversely beyond the electron beam boundary
have rates a factor of ' vz/vx,y � 1 lower than those stopped within the electron beam.
This condition for effective cooling can be expressed as

x2
m + y2

m ≤ a2 , (45)

with xm, ym standing for the amplitudes of the betatron oscillations in the cooler. Therefore,
the loss consists of two parts. The first one, Eq. 45, includes the ions inside the electron
beam with velocities too high to be cooled in a given time. The second part includes the
ions outside, i. e., ones satisfying the condition opposite to Eq. 45.

It is convenient to go to dimensionless variables. The transverse actions Jx,y, Je will
be expressed in the units of the rms normalized emittance ε = εx = εy; the longitudinal
velocity vz can be expressed in terms of its rms value vzrms = β(∆p/p)rms. The radius of
the electron beam a or the corresponding action Je is to be optimized; therefore, the time
unit t0 should be independent of it. It can be taken as the inverse of the rate in Eq. 34 with
Jx = Jy = Je = ε:

t−1
0 =

2

π

(Ie/e)rerpηL‖
γ2β2ε2(∆p/p)rms

. (46)

In these dimensionless variables the ion’s cooling time is

τ = vz
√
JxJyJe . (47)

At a fixed time t, the ions with vz > v̄ = t/(Je
√
JxJy) are not sufficiently cooled. The

corresponding portion of the loss fraction ∆in is calculated by means of an integration over
the ion distribution:

13



∆in =
√

2/π
∫ ∫

Jx+Jy<Je
dJxdJy exp (−Jx − Jy)

∫ ∞
v̄

dvz exp (−v2
z/2) . (48)

For small loss ∆in � 1, the longitudinal integral comes mainly from the vicinity of its lower
limit vz = v̄, and the resulting transverse integrals can be evaluated by the saddle-point
method. Then

∆in = 2
√
πJ∗/3 exp (−3J∗) . (49)

The value

J∗ = 2−1/3(t/Je)
2/3 . (50)

is the saddle-point of the integral over the transverse actions in Eq. 48; the loss is primarily
in its vicinity, where Jx = Jy = J∗ and

vz = v∗ = t/(JeJ∗) . (51)

The second part of the loss arises from the ions stopped outside the electron beam:

∆out =
∫ ∫

Jx+Jy>Je
dJxdJy exp (−Jx − Jy) . (52)

This integral can be evaluated exactly; keeping the same accuracy as for Eq. 49,

∆out = Je exp (−Je) . (53)

The total loss is

∆t = 2
√
πJ∗/3 exp (−3J∗) + Je exp (−Je) . (54)

It is a function of both the electron radius and the time of cooling via Eq. 50 and Je = a2/x2
m.

Note that xm is the betatron amplitude associated with the rms emittance ε, so x2
m = 2x2

rms.
Assuming the loss to be fixed at a certain tolerable level, the cooling time can be found as
a function of the electron beam radius. The radius corresponding to the minimum cooling
time is an optimum. The plots for the cooling time versus the electron beam radius are
presented in Fig. 7, for loss fractions of 5%, 10%, and 15%. The electron beam radius is in

units of the ion beam rms amplitude xm =
√

2εβf/(βγ); the time is in units of the parameter
t0 introduced in Eq. 46. The optimum electron beam radius lies within the rather narrow
interval 2.1 < a/xm < 2.4 for any loss percentage between 5% and 15%.

F. Optimum electron density distribution

In the previous subsection the electron beam was assumed to have constant density
within the circle r ≤ a; the radius a was then optimized. However, the electron density
could vary both in the radial r =

√
x2 + y2 and poloidal φ = arccos(x/r) directions, and an

optimum distribution may exist with the shortest cooling time for the given electron current
and loss fraction.

14



This problem can be resolved in two steps. First, the optimum density distribution n(~r⊥)
can be found within the circle r ≤ a; second, the radius a can be optimized. Using the same
units as in Sec. III E, the cooling time for an ion with the stopping point ~r⊥ can be expressed
as

τ = vz
√
JxJyJe/n(~r⊥), with (55)

∫
r<a

d2rn(~r⊥) = πa2 = 2πJe . (56)

The Eq. 56 normalization is needed to establish the identity between the units here and in
Sec. III E. It follows that for the fixed cooling time t, the ions with

vz > v̄ = n(~r⊥)t/(Je
√
JxJy) (57)

are effectively lost for cooling. With g(Jx, Jy, v) to denote the ion distribution over the
transverse actions Jx, Jy and the longitudinal velocity v, normalized as∫ ∞

0

∫ ∞
0

dJxdJy

∫ ∞
0

dvzg(Jx, Jy, v) = 1 , (58)

the inside part of the loss fraction ∆in is expressed

∆in =
∫ ∫

Jx+Jy<Je
dJxdJy

∫ ∞
v̄

dvzg(Jx, Jy, v) . (59)

To find the optimum distribution within the fixed radius a, the variational principle can be
used: at the optimum, a small redistribution δn(~r⊥) of the density does not change the Eq.
59 loss to first order: ∫ ∫

r<a
d2rδn(~r⊥) = 0 . (60)

The variation of the density results in a change of v̄ (Eq. 57), the lower limit of the loss
integral Eq. 59, causing a variation of the integral itself:

δ∆in = −
∫ ∫

Jx+Jy<Je
dJxdJyg(Jx, Jy, v̄)δn(x, y)t/

√
Jx, Jy . (61)

For the integration over the actions, the density is taken at the stopping point of the ion,

x =
√

2Jx, y =
√

2Jy. The loss variation follows by converting from the integration over
actions to integration over the coordinates. The loss variation is zero at the optimum:

δ∆in ∝
∫ ∫

r<a
dxdyg(Jx, Jy, v̄)δn(x, y) = 0 . (62)

The last condition has to be satisfied by any density redistribution restricted only by the
Eq. 60 requirement of electron current conservation. It can be fulfilled only when the ion
distribution is constant at the cooling boundary:
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g(Jx, Jy, v̄) = const . (63)

This equation gives the condition for the optimum distribution of the electron density. For
a given ion distribution g, it imposes a restriction on the maximum longitudinal velocity v̄,

and so on the electron density n(x, y) = v̄Je
√
JxJy/t.

For the Gaussian distribution

g(Jx, Jy, v) =
√

2/π exp(−Jx − Jy − v2/2), (64)

the optimum condition Eq. 63 results in

Jx + Jy + v̄2/2 = Jm, (65)

where Jm is a constant. The electron density can be obtained from this equation, while the
constant Jm is found from the Eq. 56 normalization. The electron density associated with
the maximum velocity v̄ (Eq. 57) is found from

n(~r⊥) = nr(r) sin φ cosφ

nr(r) =

{
JJe

√
2(Jm − J)/t if J ≤ Je

0 otherwise

∫ Je

0
nrdJ = πJe, J = r2/2

. (66)

The profile of the optimum radial distribution nr is presented in Fig. 8.
It follows that for a given constant Jm ≥ Je, the beam cooling time is determined by the

equation

t =
∫ Je

0
J
√

2(Jm − J)dJ/π . (67)

Then, the inside part of the loss, Eq. 59, can be expressed as

∆in =

√
2

π
exp(−Jm)

∫ Je

0

dJJ√
2(Jm − J)

=
√

2π exp(−Jm)
∂t

∂Jm
. (68)

The total loss consists of ∆in and the outside part from Eq. 53:

∆t =
√

2π exp(−Jm)
∂t

∂Jm
+ Je exp(−Je) . (69)

Now it can be demonstrated that the constant Jm introduced in Eq. 65 is equal to Je at the
optimum. First, minimization of the total loss for the given time t requires Jm = Je +O(1)
so that the cooling time is

t =
4
√

2

15π
J5/2
m . (70)
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Then, if Je < Jm, the total loss (69) can be diminished by increasing Je up to its maximum
allowable level Je = Jm, where they reach their minimum while the time t of Eq. 70 is not
changed. Thus, the final expressions for the cooling time and the total loss as functions of
the electron beam radius a = J2

e /2 are

∆t = 4
3π
J3/2
e exp(−Je) + Je exp(−Je)

t = 4
√

2
15π

J5/2
e

, (71)

giving the dependence of the cooling time on the loss fraction. This dependence, together
with the corresponding dependence of the optimum electron beam radius, is shown in Fig. 9.
It can be concluded that the optimization of the electron beam density gives rather modest
gain beyond the case of constant density with optimized radius. At the accepted loss of 5
%, the beam cooling time for these two cases differs by a factor of 1.6.

G. Longitudinal heating by intrabeam scattering

Intrabeam Coulomb scattering (IBS) drives the ion distribution toward thermal equilib-
rium. Consequently, the relatively hot degrees of freedom, usually transverse for relativistic
beams, are cooled, and the cold one, longitudinal, is heated. General formulas for intrabeam
scattering [15,16] are rather complicated and are generally used by means of computer pro-
grams. Here a handy formula for the IBS longitudinal diffusion is derived for the special case
of a storage ring below transition with rather smooth lattice. The following approximations
are used:

1. The longitudinal temperature of ions is much lower than the transverse.
Typically their ratio is O(10−1).

2. The width of the ion beam attributable to ∆p/p can be neglected.

3. The smooth approximation to betatron oscillation is used.

In a collision a ion gets a longitudinal velocity kick; in the beam frame

δvz = 2rp cos θ/(ρu) , δvz = 0 , (δvz)2 = 2r2
p/(ρ

2u2) , (72)

where rp is the classical proton radius, θ is the angle between the longitudinal axis and the
plane of the relative motion, ρ is the impact parameter, u is the relative velocity, an the bar
(...) stands for the averaging over θ. All of the expressions assume c=1. From here the IBS
diffusion coefficient D = d(∆p/p)2/dt in the laboratory frame is found by integrating over
the impact parameter and over the velocities of the scattered ions ~v2. This result has to be
averaged over the betatron phases ψx, ψy of the ion considered:

D =
4πr2

pLp̄

γβ2

∫ π/2

−π/2

∫ π/2

−π/2

dψxdψy
π2

∫ d2v2f⊥(~r,~v2)

|~v − ~v2|

~v = (vx sinψx, vy sinψy) ; ~r = −(vx cosψx, vy cosψy)/(γωb)

(73)
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with Lp̄ as the IBS Coulomb logarithm and ωb as the betatron frequency for both degrees of
freedom. The relativistic factor γ appears here because of the time transformation in going
to the laboratory frame. The transverse distribution of the ions is assumed to be Gaussian,

f⊥(~r,~v2) = np exp(−r2/(2a2
p)) exp(−v2

2/(2v
2
⊥))/(2πγv2

⊥) , (74)

where np = (Ip/e)/(2πβa2
p) is the beam density at the axis in the laboratory frame and Ip

is the peak ion current. In this case, the diffusion coefficient can be written as

D =
4πnpr2

pLp̄I
γ2β2v⊥

. (75)

Here a dimensionless transverse factor was introduced:

I =
∫ π/2

−π/2

∫ π/2

−π/2

dψxdψy
π2

exp(−r2/(2a2
p))
∫ d2v2 exp(−v2

2/(2v
2
⊥))

2πv⊥|~v − ~v2|
(76)

with ap = v⊥/(γωb). This factor can be easily calculated for the limiting cases v � v⊥ or
v � v⊥; then the results can be joined by a suitable analytical expression. The formula

I =
2

π

v3
⊥√

(v2
x + v2

y + 2v2
⊥/π)(v2

x + 2v2
⊥/π)(v2

y + 2v2
⊥/π)

(77)

gives an exact result for the limiting cases; its inaccuracy in the intermediate area, v ' v⊥,
is not worse than 20%.

The longitudinal distribution of the ions is determined by the competition between the
diffusion and the cooling force, rewritten below for convenience:

d(∆p/p)

dt
= −F , (∆p/p) > 0 (78)

with

F =
8(Ie/e)rerpηL‖
πβ2γ2a2vxvy

. (79)

The evolution of the longitudinal distribution function f‖ is described by the Fokker-Planck
equation:

∂f‖
∂t

+
∂

∂w

(
−Ff‖ −

D

2

∂f‖
∂w

)
= 0 . (80)

Here the symbol w = ∆p/p is introduced to simplify the notation. Taking into account
that neither the cooling force F nor the diffusion depend on the momentum w, a stationary
solution of this equation is

f0
‖ (w) = exp(−w/w̄)/w̄, w̄ = D/(2F ) . (81)

The lower limit for the longitudinal 95% emittance (phase space area) Amin is then
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Amin = 6w̄C = 3DC/F , (82)

where C is the storage ring circumference. Substituting the expressions for the diffusion
coefficient (Eq. 75) and the force (Eq. 79) permits rewriting this limit as

Amin =
3πv⊥pCIp

4Ieη

rp
re

Lp̄
L‖

a2

a2
p

J , J =
Ivxvy
v2
⊥

. (83)

The maximum value of the transverse velocity factor J is reached at vx = vy =√
(1 +

√
5)/πv⊥ ≈ v⊥ with Jmax = 0.24.

IV. ELECTRON COOLING FOR THE FERMILAB RECYCLER

Electron cooling is planned for longitudinal phase space stacking of antiprotons in the
Fermilab Recycler storage ring. [1,11,12] The considerations of Sec. III give the optimum
choice for the electron beam radius and a resulting beam cooling time.

Certain results can be derived for misalignment tolerances. Assume that the electron
beam acquires a coherent angle θe because of misalignments. The resulting electron trans-
verse velocity in the beam frame is ue⊥ = γβθe. The effect of this additional stray velocity
is a reduction of the cooling rates for the small velocity ions, vx,y,z ≤ ue⊥ given by Eq. 27
with 〈(1/u3)〉 = 1/u3

e⊥. The reduction is acceptable so long as the cooling time for these
ions is smaller then the beam cooling time considered in Sec. III E. This condition can be

expressed in terms of the rms betatron amplitudes vx,y =
√

2βγε/(βf), longitudinal velocity

vz = β(∆p/p)rms, and the dimensionless Je proportional to the electron beam emittance:

ue⊥ ≤ (πv2
xvzt/(2Je))

1/3 , θe = ue⊥/(γβ) , (84)

where t is the (optimized) dimensionless beam cooling time. This formula gives the accept-

able level for the stray electron velocity ue⊥. For a given emittance, it scales as β
−1/3
f .

The sources of stray electron velocity ue⊥ depend on details of cooler design not consid-
ered here. However, some sources can be discussed without going into details of electron
cooler construction like, for example, stray transverse magnetic field B⊥ on the electron
trajectory. To cancel these fields, correctors can be installed with a certain periodicity ls,
which gives a minimum wave number for the stray field space harmonics k = 2π/ls. The
amplitude of the forced electron oscillations is

ue⊥ = (B⊥/e)rels/(2π) , (85)

where ls is much less than the pitch of the helical trajectory in the design longitudinal field.
Eq. 84 establishes the tolerable level for the stray field B⊥.

The parameters obtained for the electron cooler, calculated for a certain electron current
and cooling length, are given in Table IV, where some general parameters of the Recycler
and the p̄ beam are also included for convenience. For longitudinal cooling, the optimum
value for the beta-function in the cooling straight section is the length of the interaction
region. For higher values of the beta-function, the cooling rate is the same, but all the sizes
increase as β

1/2
f and the tolerances decrease as β

−1/3
f .
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The multiple scattering result of Sec. III G has been used to calculate the equilibrium
emittance for the p̄ beam; the value Aeq = 7 eVs is small compared to the > 50 eVs stack
emittances of interest, so its neglect is valid for the Recycler example that has been used.

A. Cooling regions using thin lenses

The electron beam can be focused in the cooling section either by means of a constant
solenoidal magnetic field or with thin lenses for compensation of the space charge repulsion
as in Ref. [13]. The tolerances for the latter case need specific consideration.

Assuming the lenses to be separated by the distances ll, the electron beam envelope
acquires an additional divergence θsc between lenses:

θsc =
λrell
β3γ3a

, (86)

with λ standing for the electron linear density. For the parameters listed in Tab. IV A and
ll = 1 m, θsc = 1.5µrad, corresponding to the lens focusing distance fl = a/(2θsc) = 7 km.
Hence, the space charge effect is so weak at these parameters, that even one lens for the
total cooler length would be enough to control the divergence. However, it is noted in Ref.
[14] that the electron beam focused by thin lenses is unstable because of wall image charges.
The instability is convective with a growth length

G =
√

2λre/γ/(βb) , (87)

where b is the aperture radius. For the parameters discussed, G−1 = 6 m which is comparable
with the total cooling length. In this case, the tolerable beam offset xin and angle θin at the
entrance of the cooler are determined by the instability growth factor on the cooler length
lc:

xin ≤ θeG
−1 exp(−Glc) , θin ≤ θe exp(−Glc) , (88)

which gives xin ≤ 10µm and θin ≤ 2µrad in the case under consideration. Offset of the lenses
is not a critical parameter because of the long focal length. It is more important to control

the lens angle α. This angle introduces an electron beam angle θl = α
√
dl/(2fl), where dl is

a thickness of the lens. Assuming the lens angles to be independent random values with a
rms range αrms, the average angle acquired by the electron beam over the instability length
G−1 can be found:

θl = αrms

√
dl

2Gflll
. (89)

θl does not actually depend on the lens separation ll, because fl ∝ l−1
l . To be tolerable, this

angle has to be small at the end of the cooler, which gives

αrms ≤ θe
√

2Gflll
dl

exp(−Glc + 1) . (90)

According to the previous calculations, θe = 4 · 10−5; for lens thickness dl = 10 cm, αrms ≤
4 · 10−3 is required. The numbers discussed in this subsection are summarized in Table V.
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FIG. 1. Longitudinal cooling time as a
function of the total transverse amplitude
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√
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y, for vx = vy, vz = 0.1, arbitrary
units.

0.01

0.1

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6

C
oo

lin
g 

T
im

e,
 a

rb
. u

ni
ts

atan(Vy/Vx)

LONGITUDINAL COOLING TIME

Vz=0.1, Vx^2 + Vy^2=1 numeric 
analytic

FIG. 2. Longitudinal cooling time as a func-
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ergy among the two degrees of freedom with
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y = 1., vz = 0.1, arbitrary units.
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FIG. 3. Longitudinal cooling time as a func-
tion of the electron beam radius. The beta-
tron amplitudes assumed to be equal, vx = vy.
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ferent longitudinal velocities, vz = 0.1vx and
vz = 0.25vx. The time is in arbitrary units
and the radius is in units of the amplitude
xm = vxβf/(βγ).
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y, for vx = vy, vz = 0.1, arbitrary
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TABLES

TABLE I. Transformation of variables be-
tween laboratory and beam frames

Lab Frame Beam Frame
velocity v⊥ v∗⊥/γ

v‖ v∗‖/γ
−2 + βc

coordinates dr⊥ dr∗⊥
dr‖ dr∗‖/γ
dt γdt∗

density n = dN/dxdydz γn∗

momentum p⊥ p∗⊥
p‖ γp∗‖

force F⊥ F ∗⊥/γ

F‖ F ∗‖

diffusion D⊥ D∗⊥/γ

D‖ γD∗‖
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TABLE II. Beam and system parameters for the Recycler cooling system

Ep p̄ energy 8.94 GeV
ε⊥ p̄ ε⊥ (6σ, normalized) 10 π mm mrad
∆Ep p̄ energy spread ±3 MeV
Np number of p̄ (total) 5 ·1012

number of p̄ (per injection) 2 ·1011

a electron beam radius 0.0060 m
rc cathode radius 0.0025 m
εe elect. trans. emit. rms norm. 1 µ m
Ie electron beam current 500 mA
∆U electron energy stability ±200 eV
`c length of cooling section 20 m
C ring circumference 3319 m
β̄ p̄ Courant-Snyder βx and βy 20 m

Recycler injection frequency 2 h−1

TABLE III. Model parameters

input
Ee electron energy 4.87 MeV
β Lorentz beta of beam frame 0.994
γ Lorentz gamma of beam frame 9.526
∆β∗e,‖ long. el. vel. spread, beam frame 4.13 ·10−5

∆β∗e,⊥ trans. el. vel. spread, beam frame 3.08 ·10−4

x max. p̄ beam radius 5.6 ·10−3 m
β∗p,⊥ trans. p̄ vel., beam frame 1.78 ·10−3

β∗p,‖ long. p̄ vel. in beam frame 3.38 ·10−4

output
tstop cooling time 22.8 min
r longitudinal cooling rate 1.46 ·10−3 MeV/s
RD longitudinal drag 2.82 ·10−3 MeV/s
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TABLE IV. Electron cooling for the Fermilab Recycler — Parameters depending on the
Courant-Snyder β-function for the p̄’s are give separately for values βf of 20 m and 200 m.

Parameter Symbol βf = 200m βf = 20m Unit
Circumference C 3319.4 m
p̄ momentum p 8.9 Gev/c
p̄ normalized rms emittance ε 1.6 mm·mrad
Cooler length lc 20 m
Electron current Ie 0.5 A
Losses ∆t 5 %
Long. beam cooling rate r 4.49 keV/s
Electron beam radius a 1.9 0.57 cm
Electron angle θe ≤ 40 ≤ 80 µrad
Maximum electron temperature mŵ2 ≤ 0.1 ≤1 eV
Optimum electron temperature mŵ2 0.03 0.3 eV
Electron momentum spread (∆p/p)e ≤1·10−4

Corrector-corrector interval ls 1 m
Stray magnetic field B⊥ ≤40 ≤80 mG

TABLE V. Thin lens optics

Parameter Symbol βf = 200m βf = 20m Unit
Minimal number of lenses Nl 1 3
Instability growth length G−1 6 m
Beam entrance offset xin ≤10 ≤20 µm
Beam entrance angle θin ≤2 ≤4 µrad
Lens rms angle αrms ≤4 mrad
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